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Abstract—Symbolic execution (SE) is a popular program analysis technique. SE heavily relies on satisfiability queries during path exploration, often resulting in the majority of the time being spent on solving these queries. Hence, it is not surprising that one of the most vital optimizations SE engines use is query caching. To increase the cache hit rate, queries are transformed into a normal form, which is used as a key for updating the cache. An obstacle to caching queries involving pointers is the presence of numerical address values, which are assigned by the engine according to its memory allocation scheme and are hard to canonicalize across different paths.

In this paper, we propose a novel query caching technique that allows efficient handling of queries containing expressions that depend on address values. The key insight is that the result of such queries is in fact agnostic to the concrete address values occurring in them, subject to some basic memory safety constraints. This observation can be used to coalesce more queries during cache lookup, thus further increasing cache utilization.

Our extensive evaluation shows that our technique achieves significant performance gains when the analysis encounters queries containing symbolic pointers, while incurring only a modest performance overhead in other cases.

Index Terms—Symbolic execution, Query caching

I. INTRODUCTION

Symbolic execution (SE) is a popular program analysis technique, that lies at the core of many applications including automatic test generation [16], [17], [39], bug finding [16], [26], debugging [29], patch testing [42], [33], automatic program repair [36], [34], and quantitative program analysis [22], [15].

During symbolic execution, the program is run with a symbolic input that is not constrained to any particular value, rather than with a concrete one. Whenever the symbolic executor reaches a branching point that depends on a symbolic value, an SMT solver [19] is used to determine the feasibility of each branch, and the appropriate paths are further explored while updating their paths constraints with corresponding constraints. Once the execution of a given path is completed, the SMT solver can be used to generate a solution for the corresponding path constraints, which represents a test case that can be used to replay that path.

Often, symbolic execution spends most of its time on solving queries [37], therefore the effectiveness of the symbolic execution engine depends on the effectiveness of its underlying SMT solver. To reduce the cost of constraint solving, symbolic execution engines perform their own optimizations before invoking the SMT solver. Among these optimizations are, for example: caching [16], [44], [47], slicing [16], [44], [47], expression rewriting [16], [40], and logical implications [28].

Symbolic executors perform a large number of queries, therefore one of the most vital optimizations is query caching. In this optimization, queries are transformed to a normal form, which is used as a key for maintaining the cache. Different tools adopt different normalization strategies [16], [44], [47], including: canonization, renaming variables, rewriting equalities, and arithmetic simplifications.

Unfortunately, there are still some types of queries that are inefficiently handled by existing query caching solutions. One type of such queries are the so-called address-dependent queries, i.e., queries that involve pointer expressions, which are generated in various symbolic execution tools such as KLEE [16], ANGR [44], Manticore [35], and SAGE [23]. To illustrate when such queries are encountered, consider the program in Figure 1. When the value of array[i][j] is read at line 17, the corresponding expression depends on the content of array, as it is accessed with the symbolic offset i. The contents of array’s cells are the address values assigned at line 11, therefore the query generated for the branch at line 17 is address-dependent. Due to the branch at line 5, the same flow described above is executed again while exploring a different execution path. Depending on the utilized allocation scheme, the addresses assigned at line 11 by the other symbolic state may be different from those assigned by the previously discussed symbolic state. Therefore, the queries generated at line 17 by these two symbolic states would be syntactically different, although they are clearly equisatisfiable.

Since existing query caching techniques rely on some form of syntactic normalization, an opportunity to reuse the result of the first query for the second one would be missed. Notice that even if each symbolic state had its own local memory allocator, synchronizing the assigned addresses would be difficult: For example, if additional objects are allocated at line 6, then the two states forked at line 5 are likely to produce different allocation sequences.

In this paper, we introduce a novel query caching technique for symbolic execution, that can efficiently handle address-dependent queries. Such queries are prevalent in programs that dereference symbolic pointers, i.e., pointers whose values depend on the symbolic input. A prolific source for such
programs are programs where the symbolic input propagates into a data structure indexed by that input, as happens for example with hash tables.

At a high level, we utilize the symbolic addressing model introduced in [45] to modify the representation of the expressions generated by the symbolic execution engine, such that the concrete address values returned by the allocator are replaced with symbolic values. This allows to track the propagation of these address values to the symbolic states and the subsequent queries, and distinguish pointer expressions from non-address integer expressions. Using this model, we are able to detect address-dependent queries which are not syntactically equivalent but are nonetheless equisatisfiable, thus improving the cache utilization.

Our main contributions can be summarized as follows:
1) We propose a novel query caching technique, that allows efficient handling of address-dependent queries.
2) We give a formal proof for the correctness guarantees of our technique.
3) We provide a KLEE-based implementation, which we make available as open-source.\(^1\)
4) We provide in our evaluation an additional empirical validation, and show that our technique can achieve significant performance gains.

II. PRELIMINARIES

To understand why efficiently caching address-dependent constraints is challenging, we first give some background about the existing addressing model and the existing approach for query caching in modern analysis tools [17], [16], [44], [47], [15].

A. Addressing Model

In modern symbolic executors, e.g., KLEE and Manticore, the address space is represented using a set of memory objects:

\[(b, s, a) \in N^+ \times N^+ \times A\]

When a logical object in the program is allocated, it is associated with a memory object \((b, s, a)\) that has a concrete base address \(b \in N^+\) and spans \(s \in N^+\) bytes. In addition, a memory object is backed by an SMT array \(a \in A\) with the same size \(s\), which tracks the values stored into the memory object.\(^2\) If a value \(v\) is written to the \(e^{th}\) byte of the object, the array \(a\) is replaced by a new array expressed using a write (also known as store) expression: \(wr(a, e, v)\). If the \(e^{th}\) byte of the object is accessed, the read value is expressed using a read (also known as select) expression: \(rd(a, e)\).\(^3\)

The allocated objects span distinct address ranges, i.e., for every two distinct memory objects \((b_1, s_1, a_1)\) and \((b_2, s_2, a_2)\) it holds that:

\([b_1, b_1 + s_1) \cap [b_2, b_2 + s_2) = \emptyset\).

This non-overlapping requirement reflects the fact that different objects are located at different parts of the memory, and enables identifying memory objects by addresses: A concrete address can belong to at most one object. Thus, when the program accesses that memory location, the SE engine can determine which SMT array represents the content at that address and act accordingly. To detect buffer-overflow errors, the engine allocates after each memory object in the address space a so-called red zone: An unmapped memory region residing between each two consecutive memory objects.

B. Query Caching

Symbolic executors [17], [16], [44] and other analysis frameworks [47], [15] use some form of syntactic query caching, to improve the performance of constraint solving. Each query is transformed to an equivalent normal form according to some syntactic rules, and this normal form is used as a key for maintaining the cache: In case of a miss, the query is solved using the SMT solver and its result is memoized. Otherwise, the result of a previously solved query is reused without invoking the SMT solver. The normalization is typically achieved via variable renaming, canonization, arithmetic simplification, and equality rewriting.

For instance, consider the following two queries:

\[x < 1 \land x + y + 4 < 7 \quad x + z + 1 < 4 \land x < 1\]

These queries are syntactically different, but they can be reduced to the same normal form:

\[v_0 < 1 \land v_0 + v_1 < 3\]

Therefore, if one of these queries was already solved, the result of the other one could be reused later if needed. This query caching mechanism is effective in practice, but does not provide a complete method for determining if two formulas are equisatisfiable: There are queries that are equisatisfiable, but which cannot be reduced to the same normal form.

---

\(^1\)https://github.com/davidtr1037/klee-aqc

\(^2\) This model is equivalent but are nonetheless equisatisfiable, thus improving the cache utilization.

\(^3\) This non-overlapping requirement reflects the fact that different objects are located at different parts of the memory, and enables identifying memory objects by addresses: A concrete address can belong to at most one object. Thus, when the program accesses that memory location, the SE engine can determine which SMT array represents the content at that address and act accordingly. To detect buffer-overflow errors, the engine allocates after each memory object in the address space a so-called red zone: An unmapped memory region residing between each two consecutive memory objects.
TABLE I: The queries generated at line 17 in different states with the two addressing models.

<table>
<thead>
<tr>
<th>Model</th>
<th>State</th>
<th>Symbolic Pointer</th>
<th>Query</th>
<th>AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing</td>
<td>$s_3$</td>
<td>$p_1 := \text{rd}(\text{wr}(a_1, 0, 200), 1, 3000, i) + j$</td>
<td>$q_1 : i &lt; 2 \land j &lt; 2 \land 200 \leq p_1 &lt; 202 \land \text{rd}(a_2, p_1 - 200) = 7$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>$p_2 := \text{rd}(\text{wr}(a_1, 0, 500), 1, 6000, i) + j$</td>
<td>$q_2 : i &lt; 2 \land j &lt; 2 \land 300 \leq p_1 &lt; 302 \land \text{rd}(a_3, p_1 - 300) = 7$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$s_5$</td>
<td>$p_3 := \text{rd}(\text{wr}(a_1, 0, 500), 1, 6000, i) + j$</td>
<td>$q_3 : i &lt; 2 \land j &lt; 2 \land 500 \leq p_1 &lt; 502 \land \text{rd}(a_5, p_1 - 500) = 7$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$s_6$</td>
<td>$p_4 := \text{rd}(\text{wr}(a_1, 0, 500), 1, 6000, i) + j$</td>
<td>$q_4 : i &lt; 2 \land j &lt; 2 \land 600 \leq p_1 &lt; 602 \land \text{rd}(a_6, p_1 - 600) = 7$</td>
<td>-</td>
</tr>
<tr>
<td>Symbolic</td>
<td>$s_3$</td>
<td>$p_5 := \text{rd}(\text{wr}(a_4, 0, \beta_2), 1, \beta_3), i) + j$</td>
<td>$q_5 : i &lt; 2 \land j &lt; 2 \land \beta_2 \leq p_3 &lt; \beta_2 + 2 \land \text{rd}(a_2, p_3 - \beta_2) = 7$</td>
<td>$\beta_2 = 200$</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>$p_6 := \text{rd}(\text{wr}(a_4, 0, \beta_2), 1, \beta_3), i) + j$</td>
<td>$q_6 : i &lt; 2 \land j &lt; 2 \land \beta_2 \leq p_3 &lt; \beta_2 + 2 \land \text{rd}(a_3, p_3 - \beta_3) = 7$</td>
<td>$\beta_3 = 300$</td>
</tr>
<tr>
<td></td>
<td>$s_5$</td>
<td>$p_7 := \text{rd}(\text{wr}(a_4, 0, \beta_2), 1, \beta_3), i) + j$</td>
<td>$q_7 : i &lt; 2 \land j &lt; 2 \land \beta_2 \leq p_4 &lt; \beta_2 + 2 \land \text{rd}(a_4, p_4 - \beta_2) = 7$</td>
<td>$\beta_2 = 500$</td>
</tr>
<tr>
<td></td>
<td>$s_6$</td>
<td>$p_8 := \text{rd}(\text{wr}(a_4, 0, \beta_2), 1, \beta_3), i) + j$</td>
<td>$q_8 : i &lt; 2 \land j &lt; 2 \land \beta_2 \leq p_4 &lt; \beta_2 + 2 \land \text{rd}(a_6, p_4 - \beta_6) = 7$</td>
<td>$\beta_6 = 600$</td>
</tr>
</tbody>
</table>

Fig. 2: The execution tree of the program from Figure 1.

III. ADDRESS-AWARE QUERY CACHING

Our technique enables a more efficient caching of address dependent queries, i.e., queries that contain pointer expressions. We achieve that by using a symbolic addressing model that modifies the representation of expressions in the symbolic state, in a way that enables distinguishing pointer expressions from integer expressions. We describe the symbolic addressing model in Section III-A, and then show how this model helps efficiently handle address dependent queries.

A. Symbolic Addressing Model

We adopt the addressing model proposed by [45] that was used in the original work in order to dynamically merge and split the underlying representations of memory objects. Here we exploit its ability to modify the representation of the expressions (and queries) generated by the symbolic execution engine, without merging or splitting memory object representations.

In this model, as before, the program’s address space is represented using a set of memory objects:

$$(\beta, s, a) \in E \times N^+ \times A$$

However, here the base address of an object is a symbolic value $\beta \in E$ instead of a concrete one, while different objects use distinct symbolic values (i.e., names) as their base addresses.

There is still an underlying assumption that memory objects are non-overlapping, only that now, with symbolic base addresses, it is not as straightforward to uphold this property.

We preserve this property using address-constraints (AC), that maintain the correlation between symbolic addresses and concrete ones. When a memory object is allocated, we add an address constraint, i.e., an equality of the form $\beta = b$, where $\beta$ is the symbolic address and $b$ is a concrete address that is allocated in a non-overlapping manner (as in Section II-A). Note that the concrete address $b$ remains hidden while $\beta$ is the one that propagates to the symbolic state. To keep constraint solving efficient, we substitute the address constraints before sending a query to the solver, i.e., replace symbolic addresses with their corresponding concrete values.

To illustrate how this addressing model works, consider the program from Figure 1. Given 8-byte pointers, assume that the allocated object at line 9 is $(\beta_1, 16, a_1)$, and that the allocated objects at line 11 are $(\beta_2, 2, a_2)$ and $(\beta_3, 2, a_3)$. If the underlying concrete addresses are 100, 200, and 300, then the address constraints at line 13 are:

$$(\beta_1 = 100, \beta_2 = 200, \beta_3 = 300)$$

Note that the value of the variable $array$ is $\beta_1$, and the values of its cells are $\beta_2$ and $\beta_3$. At line 17, where $array$ is accessed with symbolic offset $i$, the value of $array[i]$ is a read expression:

$$\text{rd}(\text{wr}(a_1, 0, \beta_2), 1, \beta_3, i)$$

This symbolic pointer expression has to be resolved using the solver, but instead of passing the above expression we substitute the address constraints, and the actual expression passed to the solver would be:

$$\text{rd}(\text{wr}(a_1, 0, 200), 1, 300, i)$$

B. Caching Address Dependent Queries

To illustrate the need for the symbolic addressing model described in Section III-A, consider again the program in Figure 1 whose execution tree is shown in Figure 2. The analysis starts with the initial state $s_0$, which executes the symbolic branch at line 5 and forks the execution. Then each of the forked states, $s_1$ and $s_2$, allocates a two-dimensional matrix using an array of pointers (line 9), and initializes one of the cells to some constant value $\text{MAGIC}$ (line 13). Say the memory objects allocated in state $s_1$ at lines 9 and 11 are:
\[ m_{o1} = (100, 16, a_1), m_{o2} = (200, 2, a_2), m_{o3} = (300, 2, a_3) \]

At line 17, where the value of \( \text{array}[i][j] \) is read in \( s_1 \), the value of the accessed pointer is:
\[ p_1 := \text{rd}(\text{wr}(a_1, 0, 200), 1, 300, i) + j \]

which is also shown under the column \textit{Symbolic Pointer} of Table I. This is a symbolic pointer that can refer to two objects: \( m_{o2} \) and \( m_{o3} \). As a result, the execution is forked again, resulting in two new states: \( s_3 \) and \( s_4 \). When we follow \( s_3 \), the state that resolves \( p_1 \) to \( m_{o2} \), the query generated for the branch condition at line 17 is \( q_1 \), which is shown in column \textit{Query} of Table I. Note that this query does not contain the constraint \( z > 0 \), since the expression of the branch condition at line 17 does not depend on the symbolic value \( z \). This optimization is known as \textit{slicing}, and it’s widely used in symbolic execution tools [16], [44].

As for \( s_2 \), the other state forked at line 5, say here that the memory objects allocated at lines 9 and 11 are:
\[ m_{o4} = (400, 16, a_4), m_{o5} = (500, 2, a_2), m_{o6} = (600, 2, a_6) \]

Similarly, \( s_5 \) executes the same flow as \( s_2 \), and the query generated for the branch condition at line 17 is \( q_3 \). The concrete address values assigned in the states \( s_3 \) and \( s_5 \) are different, so the mentioned queries \( (q_1 \) and \( q_3 \)) cannot be reduced to the same normal form. Therefore, standard query caching cannot reuse the result of the first query for the second one.

Note that these two queries \( (q_1 \) and \( q_3 \)) are equisatisfiable, and not by chance: The query generated at line 17 is \textit{address-agnostic}, that is, for any memory layout that respects the \textit{non-overlapping} property and the original sizes of the involved memory objects, the generated query will be equisatisfiable to both of the queries above.

In order to detect equisatisfiable address-dependent queries, we need to know which expressions in the constraints are pointer expressions. Since the existing addressing model encodes pointer values as integers, detecting these pointer expressions is hard without additional annotations. However, that can be easily achieved with the symbolic addressing model: In this model the assigned base addresses are symbolic values rather than integers, so if the normal form of one query can be obtained from the normal form of another query by renaming the symbolic base address values, and the sizes of the memory objects corresponding to the matched address values are equal, then these queries are equisatisfiable.

Using the symbolic addressing model in our example, instead of queries \( q_1 \) and \( q_3 \), we generate \( q_5 \) and \( q_7 \) in conjuncton with the corresponding address constraints shown in column \textit{AC} of Table I. Since \( q_7 \) can be obtained from \( q_5 \) by renaming \( \beta_2 \) to \( \beta_5 \) and \( \beta_3 \) to \( \beta_6 \), and the sizes of \( m_{o2} \) and \( m_{o3} \) match those of \( m_{o5} \) and \( m_{o6} \), then these two queries can be determined as equisatisfiable.

Table I shows the query generated at line 17 by each of the four states, with both the existing addressing model and the symbolic one. A similar equisatisfiability observation can be made regarding the queries \( q_6 \) and \( q_8 \), generated by \( s_4 \) and \( s_6 \).

**Algorithm 1 Equisatisfiability Algorithm.**

1. function \( \text{EQUI-SAT}(e_1, e_2, m) \)
2. if \( e_1 \) and \( e_2 \) are unary expressions
3. \( \text{op}(e_1') \leftarrow e_1, \text{op}(e_2') \leftarrow e_2 \)
4. return \( \text{EQUI-SAT}(e_1', e_2', m) \)
5. ...
6. if \( e_1 \) and \( e_2 \) are atomic symbolic base addresses
7. \( s_1 \leftarrow \text{GET-SIZE}(e_1), s_2 \leftarrow \text{GET-SIZE}(e_2) \)
8. return \( \text{ADD-PAIR}(m, e_1, e_2) \) and \( s_1 = s_2 \)
9. if \( e_1 \) and \( e_2 \) are atomic arrays
10. return \( \text{INIT-VAL}(e_1) = \text{INIT-VAL}(e_2) \)
11. if \( e_1 \) and \( e_2 \) are write expressions
12. \( \text{wr}(a_1, i_1, v_1) \leftarrow e_1, \text{wr}(a_2, i_2, v_2) \leftarrow e_2 \)
13. return \( \text{EQUI-SAT}(a_1, a_2, m) \) and \( \text{EQUI-SAT}(v_1, v_2, m) \)
14. return

Our algorithm for determining the equisatisfiability of two queries is given in Algorithm 1. We assume that the expressions \( e_1 \) and \( e_2 \) passed to the function \( \text{EQUI-SAT} \) are represented as described in Section III-A, using the symbolic addressing model, i.e., base addresses are symbolic values. We also assume these expressions are already in a canonical form, and that they are represented using an abstract syntax tree (AST), with support for: integers, symbolic values, unary and binary operations, \textit{read} and \textit{write} operations, etc.

The algorithm is almost identical to a standard recursive equality checking routine, except for two main cases:

**Symbolic Base Addresses.** We use the bidirectional map \( m \), to compute a \textit{bijection} between the symbolic base addresses in \( e_1 \) and \( e_2 \), if such bijection exists. First, we update at line 8 the map \( m \) with the new pair \( (e_1, e_2) \) using the function \( \text{ADD-PAIR} \), which returns \texttt{true} if the bijection property is preserved, and \texttt{false} otherwise. Then, if \( \text{ADD-PAIR} \) succeeds, we take the sizes of the memory objects corresponding to \( e_1 \) and \( e_2 \) (fetched at lines 7), and check their equality.

**Arrays.** We assume that atomic arrays (without \textit{write’s}) are initialized using a vector of constants, which can be accessed using the \( \text{INIT-VAL} \) function. If \( e_1 \) and \( e_2 \) are atomic arrays (line 9), then we check that they are equally initialized using the \( \text{INIT-VAL} \) function. In the case of \textit{write} expressions (line 11), we perform a recursive check on the corresponding arrays, indices, and values.

**C. Limitations**

The approach described in Section III-B cannot be applied to queries which are not \textit{address-agnostic}, that is, queries where the ordering of the memory objects in the address space affects the satisfiability. Such queries may be generated explicitly by the symbolic execution engine, or when analyzing programs that incur undefined behavior.

**Undefined Behavior.** Indeed, there are programs whose execution depends on the relationships between the numerical address values. For example, the result of the branch statement at line 2 from Figure 3 clearly depends on the allocation scheme implemented by the C standard library. For this reason,
char *p = malloc(10), *q = malloc(50);

if (p > q)
...
if (*p + 100 == *q)
...

Fig. 3: An ill-behaved program due to unsafe pointer arithmetic.

the behavior of such statements is commonly considered to be undefined. Note that not all pointer comparisons are necessarily address-dependent. Comparisons such as \( p + i < p + j \) have well-defined semantics, and comparisons between pointers within the same object are commonly used and introduced as part of standard compiler optimizations. However, it is known that checking the presence or absence of undefined behavior in a given program is hard [27].

Similarly, pointer arithmetic can also expose address dependency, as demonstrated in the program from Figure 3: The branch condition at line 4 holds, for example, when \( p = 100 \) and \( q = 200 \), but may be false under other address assignments. Again, verifying the comparisons of out-of-bounds pointer arithmetic is too hard in general [46], [25]. Symbolic executors can detect such bugs under some address assignments, but not all, and definitely cannot prove their absence.

In the presence of such undefined behavior, our query caching approach presented in Section III-B may exhibit unsoundness or incompleteness. However, we would point out that in these cases symbolic executors can not provide such guarantees anyway, although our approach can lead to more incorrect results.

**Engine-Internal Queries.** The symbolic execution engine itself may internally generate queries which are not address-agnostic. For example, when KLEE resolves a symbolic pointer \( p \), it generates the query \( \beta \leq p < \beta + s \) in order to check if \( p \) may refer to the memory object \( (\beta, s, a) \). To optimize the search procedure it generates an additional validity query of the form \( p < \beta + s \) to determine if the search can be completed without scanning any additional memory objects. Clearly, the last query is not address-agnostic: Let \( p \) be the symbolic pointer encountered at line 17 from Figure 1:

\[
rd(wr(wr(a_1, 0, \beta_2), 1, \beta_3), i) + j
\]

If the address constraints are:
\[
\beta_2 = 200, \beta_3 = 300, \beta = 700
\]

then the optimization query from above is valid, which is not the case if \( \beta = 100 \).

In the case of engine-internal queries, the engine itself is generating the query, so it is easy to tag these queries and locally disable the query caching optimization for them.

In Section IV we formulate the sufficient conditions under which the address dependent queries generated by the symbolic execution engine are guaranteed to be address-agnostic, and prove the correctness of our query caching approach with respect to such queries.

---

**IV. Correctness**

In this section we justify the query caching approach described in Section III, by arguing that from the satisfiability or unsatisfiability of a given query follows the same result under any isomorphic address spaces.

The objects of interest are logical formulas \( \varphi \) and logical structures \( M \), where a structure satisfying a formula, i.e., a model, is denoted by \( M \models \varphi \). For the interpretations of expressions (terms) \( t \) occurring in a formula in the context of a given structure \( M \), we will use the notation \( t^M \).

We consider formulas in array theory [14], [24], with one-dimensional arrays whose index sort is \( \text{Int} \), as these are the ones that occur in satisfiability queries during symbolic execution of low-level program representations (e.g., LLVM IR). The theory includes the interpreted function symbols: \( rd, \, \text{wr} \), and \( K(c) \) (an array initialized with the constant \( c \)).

**Definition IV.1.** Let \( L_1 \) be the language of unquantified formulas in the array theory with two sorts for scalars: \( \text{Int} \) and \( \text{Ptr} \). The \( \text{Int} \) sort admits all the linear integer arithmetic operations; the \( \text{Ptr} \) sort admits equality, a special constant symbol \( \text{null} \), and a pointer arithmetic operator:

\[
+ : \text{Ptr} \times \text{Int} \rightarrow \text{Ptr}
\]

The intended interpretation for \( \text{Ptr} \) will therefore be numeric, and we assume it to be isomorphic to \( \mathbb{N} \) in the sequel, with \( \text{null} \) always interpreted as 0 and + as integer addition. Despite that, the sorts \( \text{Ptr} \) and \( \text{Int} \) cannot be mixed freely in \( L_1 \) formulas: for example, comparing pointers with integers is prohibited.

**Definition IV.2.** An address space is a set of disjoint intervals, canonically written as \( S = \{ [b_i, e_i] \}_{1 \leq i \leq r} \), where \( 0 < b_i \leq e_i \).

**Definition IV.3.** Let \( t := t_p + t_n \) be an \( L_1 \) term, where \( t_p : \text{Ptr} \) and \( t_n : \text{Int} \). We say that \( t \) respects an address space \( S \) in a structure \( M \) if there exists an interval \( [b_i, e_i] \in S \) such that \( t_p^M \in [b_i, e_i] \) and \( t_n^M \in [b_i, e_i] \). A formula \( \varphi \in L_1 \) respects an address space \( S \) in a structure \( M \), when all its sub-terms of the form \( t_p + t_n \) respect it.

This requirement is crucial to our treatment of formulas that contain pointer arithmetic operations: It means that whenever such operation occurs in \( \varphi \), it may not take an address that resides inside one interval and create an address that resides in a different interval. In particular, it cannot cross the boundaries and reach another interval.

**Definition IV.4.** Two address spaces \( S_1, S_2 \) will be considered isomorphic if there is a bijection \( f : S_1 \rightarrow S_2 \) such that:

\[
\forall [b_i, e_i] \in S_1, \ [b_i, e_i] = |f([b_i, e_i])|
\]

where \( |b, e| = e - b \) denotes the size of the interval.

Such isomorphism induces an address translation function, denoted by \( xt : \bigcup S_1 \rightarrow \bigcup S_2 \), and defined as:

\[
xt(pv) = pv + (b_i' - b_i)
\]

where \( pv \in [b_i, e_i] \) and \( f([b_i, e_i]) = [b_i', e_i'] \)

The translation \( xt \) admits a standard extension to sequences (arrays) of addresses via pointwise application.
Definition IV.5. A formula $\varphi \in L \supseteq L_1$ is address-agnostic if for every two isomorphic address spaces $S$ and $S'$, and a structure $M$ where $\varphi$ respects $S$, there exists a structure $M'$ such that:
- $\varphi$ respects $S'$ in $M'$
- $M \models \varphi \iff M' \models \varphi$

Lemma IV.6. If $\varphi_1, \varphi_2 \in L \supseteq L_1$ are address-agnostic, then $\neg \varphi_1, \varphi_1 \land \varphi_2, \varphi_1 \lor \varphi_2$ are address-agnostic as well.

Lemma IV.7. A formula $\varphi \in L_1$ is address-agnostic.

Proof. $M'$ is obtained from $M$ by applying the translation $xt$ to every interpretation of a $Ptr$- or $Array[Ptr]$-sorted element in $M$. It can then be shown that for every subterm $t$ of $\varphi$:
- If its sort is $Int$ or $Int[]$, then $t^M = t^{M'}$.
- If its sort is $Ptr$ or $Ptr[]$, then $xt(t^M) = t^{M'}$.
And consequently, that for every subformula $\psi$ of $\varphi$:
$M \models \psi \iff M' \models \psi$

The proof is done by induction on the structure of $t$ and $\psi$.

Definition IV.8. Let $L_2$ be the extension of $L_1$ with a second pointer arithmetic operation:
$- : Ptr \times Ptr \rightarrow Int$

$Ptr$ still corresponds to a numeric domain so that the subtraction operation is meaningful. In particular, $(p+n) - p = n$ should be a valid formula. We will use $p_1 < p_2$, $p_1 \leq p_2$ as abbreviations for $p_1 - p_2 < 0$, $p_1 - p_2 \leq 0$, respectively.

In order for our formulas to still be address-agnostic, we would have to avoid expressions such as $p_2 - p_1$ (where $p_1, p_2$ are $Ptr$ terms), since these will take different values depending on the relative positioning of the intervals containing $p_1$ and $p_2$, if they happen to reside in different address intervals.

Definition IV.9. Let $a : Ptr$ be a constant symbol, $n : Int$, and $p : Ptr$ an expression from $L_1$. The guard constraint of $p$ over $a$ and $n$, denoted by $\gamma(p, a, n)$, is given by the formula:
$a \leq p < a + n$

Note that Definition IV.5 talks about structures and address spaces where the formula respects the given address space, so $a + n$ cannot cross the boundaries between intervals (objects).

Lemma IV.10. A guard constraint is address-agnostic.

Lemma IV.11. Let $\gamma \land \psi$ be a formula in $L_2$, where $\gamma$ is a guard constraint, i.e., $\gamma(p, a, n)$, and $\psi \in L_2$. If for every term of the form $p - p'$ in $\psi$ there exists $k : Int$ such that:
- $\gamma \Rightarrow p - p' = k$
- $\psi[k/(p-p')]$ is address-agnostic then $\gamma \land \psi$ is address-agnostic.

Proof. If there is $k : Int$ such that $\gamma \Rightarrow p - p' = k$, then in particular $\gamma \land \psi \iff \gamma \land \psi[k/(p-p')]$. From Lemma IV.10 we know that $\gamma$ is address-agnostic, and we assumed that $\psi[k/(p-p')]$ is address-agnostic, so using Lemma IV.6 we conclude that their conjunction is address-agnostic as well.

The only sources of pointer subtraction terms are subtraction statements originating from the program and representations of pointer dereferences. We assume that the program does not subtract pointers that correspond to different objects (according to the C standard), so under this assumption we can formulate the following theorem:

Theorem IV.12. The constraints generated by the symbolic execution engine are address-agnostic.

Proof. The proof is done by induction on the size of the path constraints. The base case is trivial, i.e., $PC = true$. For the induction step, we assume that $PC$ is address-agnostic, and need to prove that $PC \land \varphi$ is address-agnostic as well.

When a pointer $p$ is dereferenced, the engine checks if $p$ may point to a memory object $mo = (\beta, s, a)$ using the following resolution query:
$PC \land 0 \leq p - \beta < s$

If this formula is satisfiable, i.e., $p$ is resolved to $mo$, then the accessed value is expressed using $rd(a, p - \beta)$.

The main case to handle is when $\varphi$ originates from a branch condition: If $\varphi \in L_1$, then $PC \land \varphi$ is address-agnostic according to Lemma IV.6. Otherwise, $\varphi$ contains a subtraction term $p - \beta$ that was generated for representing a pointer dereference (the case where it originates from a program statement is easy to handle). According to the previous paragraph, $PC$ must contain the guard constraint:
$\gamma := 0 \leq p - \beta < s$

and since the number of clauses in $PC$ is finite, we can assume that $p \in L_1$. There clearly exists $k : Int$ such that $\gamma \Rightarrow p - \beta = k$, so in order to apply Lemma IV.11 we need to make sure that $PC' \land \varphi[k/(p - \beta)]$ is address-agnostic (where $PC' := \gamma \land PC$). Let $\varphi' := \varphi[k/(p - \beta)]$, if $\varphi' \in L_1$ then we can apply Lemma IV.11 to conclude that $\gamma \land \varphi$ is address-agnostic, and then $PC \land \varphi = (\gamma \land PC') \land (\gamma \land \varphi)$ is address-agnostic according to Lemma IV.6. Otherwise, $\varphi' \in L_2$ and we can apply again the same substitution steps as before, until all the pointer subtraction terms in $\varphi$ are substituted.

As an example for the application of Lemma IV.11 consider again the program from Figure 1. The access of $array[i][j]$ triggers a dereference of the symbolic pointer $p = rd(a_i, i) + j.$
where \( a_1 = \text{wr}(\text{wr}(K(0), 0, \beta_2), 1, \beta_3) \). This pointer is resolved to \( \text{mo}_2 = (\beta_2, 2, a_2) \) using the following query:

\[
PC := 0 \leq i < 2 \land 0 \leq j < 2 \land \beta_2 \leq a < \beta_2 + 2
\]

Here, \( \gamma \) (the guard constraint) is given by \( \beta_2 \leq a < \beta_2 + 2 \), and \( \psi \) is the rest of the formula. Since \( \psi \) is in \( L_1 \), it easily follows from Lemma IV.11 that \( PC \) is address-agnostic.

After the resolution, the query generated for the branch at line 17 is given by:

\[
PC' := PC \land \text{rd}(a_2, p - \beta_2) = 7
\]

Here again, our \( \gamma \) will be \( \beta_2 \leq a < \beta_2 + 2 \), and \( \psi \) is the rest of the formula. It clearly holds for \( k = j \) that \( \gamma \Rightarrow p - \beta_2 = k \), and the substitution \( \psi[k/(p - \beta_2)] \) results in:

\[
0 \leq i < 2 \land 0 \leq j < 2 \land \text{rd}(a_2, k) = 7
\]

which is a formula in \( L_1 \) (and therefore address-agnostic), so Lemma IV.11 can be applied again.

**Remark.** Our correctness arguments hold also for formulas where a pointer is allowed to refer to multiple objects, as happens in tools that apply state merging [44], [26], since the address-agnostic property is preserved under disjunction. The notion of the red zone, discussed in Section II, can be easily incorporated into our correctness arguments and requires no modifications to the proof: It is simply sufficient to consider each interval \([b_i, e_i]\) to consist of the padding block and the address block allocated for the respective memory object. Since the size of the padding is constant for all allocations, the resulting address spaces will still be isomorphic.

V. Implementation

We implemented our query caching approach on top of the state of the art symbolic executor KLEE [16], configured with the STP [24] solver. Similarly to [45], we modified the engine’s allocator to return the allocated base addresses as symbolic values, rather than concrete values. Consequently, the expressions (and queries) constructed by the engine do not contain any concrete address values, i.e., integers. In addition, we extended the symbolic state with the address constraints, which are used to substitute the address values in the constraints before they are passed to the SMT solver (Section III-A).

In KLEE, the existing query cache is implemented using a hash table of queries. To make the lookup and insert operations efficient, a hash value is maintained for each query (and each expression), which is then used as a key for that hash table. Then, the bucket retrieved with that key is scanned to find the matching query based on syntactic equality. To enable efficient caching for our query caching approach as well, we maintain additional hash value for each expression which captures its structure regardless of the symbolic base address expressions. More technically, when we compute this hash value, we set the hash value of each symbolic base address to a pre-defined constant. For example, the following queries will have the same hash value:

\[
\text{rd}(\text{wr}(a, 1, \beta_2)) = 0 \quad \text{rd}(\text{wr}(a, 1, \beta_3)) = 0
\]

As discussed in Section III, our approach does not apply to queries whose satisfiability depends on the ordering of the memory objects in the address space. When such queries are not engine-internal, i.e., generated as a result of a branch in the program, our approach may lead to incorrect results. Automatically detecting such queries is not straightforward, and we leave it for future research.

VI. Evaluation

In our experiments, we evaluate our address-aware query caching approach (AA) against the standard approach used in vanilla KLEE (Base). The challenge of caching address-dependent queries was partially and heuristically addressed in the work that introduced the dynamically segmented memory model, using a segment reuse heuristic (see paragraph Reusing Segments, Section 2.3.3 from [45]): There, when a new segment is dynamically created, it attempts to reuse previously allocated base addresses, in order to reduce the chance for cache misses. Therefore, we evaluate our approach under two memory models: The forking memory model (FMM), i.e., vanilla KLEE, and the dynamically segmented memory model (DSMM), introduced by [45]. When running under DSMM, we evaluate our approach (while disabling the segment reuse heuristic) against DSMM when that heuristic is enabled. An evaluation with different memory models also demonstrates the robustness and applicability of our approach.

Our evaluation is structured as follows: In section VI-A we present our benchmarks. In section VI-B we provide an empirical validation for our approach. In Section VI-C we show the effectiveness of our approach on benchmarks which generate address-dependent queries. In Section VI-D we measure the overhead of our approach on benchmarks that do not generate address-dependent queries, where our approach is not expected to produce speedups. Our replication package is available at https://doi.org/10.6084/m9.figshare.13042277.

**Experimental Setup.** We performed our experiments on a machine running Ubuntu 16.04, equipped with an Intel i7-6700 processor and 32GB of RAM.

A. Benchmarks

Our experiments used the following code bases as benchmarks: GNU m4 [5] (80K SLOC) is a macro processor included in many Unix-based systems. GNU make [6] (28K SLOC) is a tool which controls the generation of executables and other non-source files, also widely used in Unix-based systems. SQLite [11] (127K SLOC) is one of the most popular SQL database libraries. Apache Portable Runtime [1] (60K SLOC) is a library used by the Apache HTTP server that provides cross-platform functionality for memory allocation, file operations, containers, and networking. The libxml2 [9] (197K SLOC) library is a XML parser and toolkit developed for the Gnome project. The expat [2] (23K SLOC) library is a stream-oriented XML parser, used in many open-source projects including Mozilla, Perl, Python and PHP. GNU bash [3] (106K SLOC) is the well-known Unix shell written for the GNU project. The json-c [8] (7K SLOC) library is used for encoding and
decoding JSON objects. GNU Coreutils [4] (188K SLOC) is a collection of utilities for file, text, and shell manipulation. The libosip [7] (11K SLOC) library is used for parsing SIP messages. The libyaml [10] (9K SLOC) library is used for parsing and emitting data in the YAML format.

In Section VI-C we evaluate our approach on a set of terminating programs that generate address-dependent queries. Such queries are typically generated in the presence of symbolic pointers, which are created, for example, when data structures such as hash tables are indexed using a symbolic value as key. Our benchmarks consist of both whole-program utilities (m4, make, bash) and libraries (sqlite, apr, libxml2, expat and json-c). Four of our benchmarks (m4, make, sqlite, and apr) were used in previous work related to symbolic pointers [30], [45]: In m4 and make, which are language-processing utilities, hash tables are used to store the values of variables, functions, and strings. To avoid the analysis of these programs from getting stuck in the early stages and to achieve its termination, these programs are run with a partially symbolic input. The driver in apr focuses on the runtime’s hash table API, and the driver in sqlite creates database triggers using concrete and symbolic SQL queries. Our four additional benchmarks are libxml2, expat, bash, and json-c: As was done in the cases of m4 and make, we ran bash with a partially symbolic input in order to reach the deeper parts of the code that operate on the various tables that store variables, strings, and functions. In libxml2 and expat we built drivers that parse symbolic HTML and XML inputs, respectively. In json-c we built a driver that constructs a JSON object which internally uses hash tables.

In Section VI-D we evaluate our approach on a set of programs that don’t generate address-dependent queries: We chose 10 utilities from coreutils that behave deterministically across multiple runs, and built drivers for the main parsing API’s in both libosip and libyaml.

B. Empirical Validation

In this experiment, we provide an empirical validation for the correctness of our approach using the following methodology: We ran KLEE on each of the benchmarks with the two approaches (Base and AA), and as our approach must not affect the exploration, we validated that both the number of explored paths and the achieved coverage are indeed identical in both runs. When running with our approach, we additionally checked for each cached query that its cached result is correct by simply comparing it with the result reported by the SMT solver. We performed this experiment using the two memory models (FMM and DSMM).

C. Performance

In this experiment, we compare the performance of the two approaches (Base and AA). KLEE in its default configuration uses two constraint solving heuristics: the existing query caching and the counter-example (CEX) caching. Therefore, in order to have a complete comparison against vanilla KLEE, we enable the CEX caching in our experiments as well. For each approach, we run KLEE with the DFS search heuristic and the deterministic memory allocator, until all the paths are explored. In each run we record the following parameters: the number of queries reaching the SMT solver, the termination time (i.e., analysis time), the size of the query cache, and the memory usage.

To get an insight into the type of queries encountered in our benchmarks, we analyze in Table II the queries generated by vanilla KLEE: In KLEE, the query caching heuristic handles only satisfiability and validity queries, and does not handle model (assignment) queries. As discussed in Section III, not all the queries passed to the query caching heuristic can be handled with our approach. Column Total shows the total number of queries generated during the analysis. Column C1 shows the number of queries passed to the query caching heuristic. Column C2 shows the number of queries passed to the query caching heuristic which can be handled by our approach. Column C3 shows the number of queries passed to the query caching heuristic which can be handled by our approach and are address-dependent. Note that the number of queries that pass through the cache but cannot be handled by our approach, i.e., C2 – C3, is relatively low.

Table III shows the number of queries for each benchmark with the two approaches and the different memory models. Here, we report the number of queries that reached the SMT solver itself, that is, those that were not handled by any of the constraint solving heuristics (query caching or CEX caching). In FMM, the reduction in the number of queries with our approach varies between 1.12× (in sqlite) and 20.40× (in libxml2), and its average is 5.11×. In DSMM, the reduction varies between 1.12× (in sqlite) and 20.40× (in libxml2), and its average is 4.48×.
Table IV shows the termination time for each benchmark with the two approaches and the different memory models. In FMM, the speedup relatively to the existing query caching varies between 1.11× (in `expat`) and 8.96× (in `libxml2`), and its average is 2.80×. Note that the speedup depends not only on the reduction in the number of queries, but also on the complexity of the queries. For example, the reduction in the number of queries in `make` is roughly 4 times higher than in `bash` (7.63× vs. 1.90×), but the speedup in `make` is only 1.43× higher than in `bash` (2.70× vs 1.90×) as the queries in `bash` are more complex due to larger SMT arrays, that is, array constraints with more `write` expressions. In DSMM, the speedup varies between 1.09× (in `expat`) and 8.59× (in `libxml2`), and its average is 2.73×. The queries in `expat` are relatively simple compared to other benchmarks, therefore the performance gains are less significant in that case.

Table V shows the size of the query cache for each benchmark with the two approaches and the different memory models. In FMM, the reduction in the cache size varies between 1.29× (in `sqlite`) and 24.68× (in `libxml2`), and its average is 6.06×. In DSMM, the reduction varies between 1.18× (in `sqlite`) and 24.68× (in `libxml2`), and its average is 4.93×. In general, the number of explored paths in DSMM is guaranteed to be at most as high as in FMM, and lower in programs whose analysis trigger symbolic pointers with multiple resolutions. Therefore, in such programs there is also a reduction in the number of queries and the cache size. However, in DSMM the queries are potentially more complex, so the termination time is not necessarily lower compared to FMM, as was shown in [45] and as can be seen in Table IV. The number of explored paths in `libxml2` and `expat` is identical with FMM and DSMM, but in `expat` there is a slight difference in the number of queries (and cache size) due to non-determinism introduced by the SMT solver in model (assignment) queries.

Figure 4 shows the memory usage for each of the benchmarks with the two approaches under the different memory models. Clearly, the size of the query cache affects the memory usage, that is, a smaller cache should result in lower memory usage. In benchmarks where the cache size is relatively low (`m4`, `sqlite`, `apr`, `bash` and `json-c`), the reduction in the cache size has little effect on the memory usage, which is roughly the same with both approaches. However, in other benchmarks where the cache is larger, the difference in the cache size results in larger difference in memory usage: For example, when FMM is used, the memory usage in `make` and `libxml2` is reduced by roughly 800MB and 100MB, respectively.

The overall performance improvement with our approach suggests that there are queries that are handled by our approach and aren’t handled by the CEX caching. Therefore the CEX caching should be seen as complementary to our approach.

### D. Overhead

In Section VI-C we showed how our approach can improve the performance for programs which generate address-dependent queries. However, our approach imposes additional computational overhead due to two main reasons: maintaining additional symbolic values for address expressions and substituting expressions (Section III-A).
In this experiment, we show the runtime overhead of our approach for programs that do not generate address-dependent queries: coreutils, libosip and libyaml. For each program, we proceed with the following methodology under each of the memory models: First, we ran KLEE for roughly one hour, and recorded the number of executed instructions for each program. Then we ran each program up to the recorded number of instructions with both of the approaches (Base and AA).

In FMM, with regards to termination time, our approach had a maximum overhead of 17\% (in libosip) and an average overhead of 6\%. There was no significant difference in memory usage between the two approaches, with our approach having an overhead of 3\%. Similarly to our query caching approach, DSMM relies on the symbolic addressing model as well, which is the main source of overhead compared to vanilla KLEE (FMM). Therefore in DSMM, where the symbolic addressing model is used in both of the approaches, the performance is almost identical in terms of time and space.

Similarly to Section VI-C, we validated that the number of explored paths is identical with both approaches, and performed an additional run for each program to validate the correctness of our query caching approach with respect to the SMT solver.

VII. DISCUSSION AND RELATED WORK

We presented our approach assuming that symbolic reads and writes are encoded using array theory. However, our approach does not specifically relies on such encoding and will work with other encodings, such as if-then-else (disjunction) expressions (e.g., ANGR [44]). Moreover, our approach is agnostic to the underlying memory allocation scheme, and can work with a linear deterministic scheme as well as other schemes that are based on system API’s (e.g., malloc). Therefore, we believe that our approach can be applied to other tools that generate address-dependent queries (e.g., ANGR and Manticore).

The idea of improving constraint solving by reusing previously solved results has been investigated in the past: KLEE [16] uses counter-example caching, which stores results into a cache that maps constraint sets to concrete variable assignments. Using these mappings, KLEE can solve several types of similar queries, involving subsets and supersets of the constraint sets already cached. Green [47] is a framework that enables reusing constraints results within a single run as well as across different runs and programs. To enable efficient reuse, the technique uses slicing to reduce the complexity of the constraints, and canonization to store the constraints in a normal form. Green'Trie [28] is an extension of Green that detects implications between constraints to improve caching for satisfiability queries. Cashew [15] is a caching framework for model-counting queries built on top of Green [47], which introduces an aggressive normalization scheme and parameterized caching. Eiers et al. [22] use subformula caching to improve the performance of model counting constraint solvers in the context of quantitative program analysis. These approaches do not solve the problem presented in this paper, as they fail to detect equisatisfiable address-dependent queries when they are syntactically distinct, due to address constants.

Other approaches have been proposed to scale constraint solving in the context of symbolic execution: splitting constraints into independent sets [17], [16], multiple solvers support [37], interval-based solving [20], and fuzzing-based solving [32], [38]. Perry et al [40] focus on reducing the cost of array theory constraints using several semantics-preserving transformations. These transformations attempt to eliminate array constraints as much as possible by replacing them with constraints over their indices and values. Modern SMT solvers such as CVC4 [13], Z3 [18], and Yices [21], have support for incremental solving, which enables learning lemmas that can be later reused for solving similar queries. These approaches are orthogonal to our approach, with which they could be combined.

State merging [41], [31], [12], [43] enables fusing multiple states into a single state, thus potentially increasing the chance for query cache hits. In contrast to state merging, our approach does not introduce if-then-else expressions, thus avoiding the negative effect on the SMT solver. In addition, our approach is control-independent, and therefore can reuse query results even when state merging is not applicable.

Segmented memory model (SMM) [30] is a technique for handling symbolic pointers that have multiple resolutions: The memory is partitioned into segments using static pointer analysis, such that each pointer refers to a single segment, thus avoiding forks when symbolic pointers are dereferenced. Similarly to DSMM [45], this approach mainly focuses on mitigating path explosion, rather than on optimizing constraint solving. SMM does not provide a solution to our problem for basically the same reason that DSMM does not: The objects can still be allocated in different segments, or allocated in different offsets within the same segment, which would result in the same problem as happens when base addresses differ. Also note that the challenge of caching address-dependent queries exists not only when symbolic pointers have multiple resolutions, but also when they are resolved to a single object.

VIII. CONCLUSION AND FUTURE WORK

We proposed a novel query caching approach in the context of symbolic execution, which addresses the challenge of caching address-dependent queries. We formally discussed the correctness guarantees of our approach, and provided an additional empirical validation. We demonstrated in our experiments that our approach can lead to order-of-magnitude speedup on programs with address-dependent queries, while maintaining a relatively low overhead in other cases.

Our approach cannot be applied to queries which are not address-agnostic. Therefore, coming up with a scheme that can handle such queries can further improve performance, especially in programs where symbolic pointer resolution is expensive. Our approach can handle satisfiability and validity queries, but model queries remain unhandled. Applying a similar approach for such queries, including address-dependent ones, is another research direction.
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